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Mot feedback control analysis and description of the human
oparator and other sentient creatures has been limited Lo o single
Input - single output treatment. Well mown work on humsn
operetors by Tustin, Russell, Elkind and Bekey treabed the humsn
‘as a system with a single-input {error betwaen present-Iluput/
presant-cutput), and a single oubput, -Kreifeldpl constructed a
sampled-data model in which the human was considered as a system
with two inputs (reference-input, control cutput) and a single
output (contreol output).

For many situations these agsumptions about the inputs He the
system are good approximations. For instance, in the Jaboratory
the tracker can actually be limited to one visual lanut {(errvor
presented on arn oscilloscope or meter) or two visual inpubs
(refecence input, and system output simllarly displayed).

As a model of the real world thess assumniions about visunal
input variables might actually correspond in number or degvees of
freedon i.e., aiming a gun at a polnt target, or constitute a
grose simplifieation and idealizstion, i.e.; as in driving 2 car
down a road,

In the former case, the system input is closely approximated
by a single point moving in time. In the latter example, the
systen input is actually a stretech of road which has spatial
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Recently, Sheridan2 has suggested a model of the human
operator which attempts to realistically account for inpubs which
have spatlal as well as time dependence. His model is based on

previous work by Ziebolz and PaynterB and Ke:!.le-y]‘L on predictor
systems.

Background for Predictor Model

Basically, Sheridan!s suggestion 1s that a sentient operator
such as a driver, forms the command signal to control his vehicle
ifrom not only his present error information but also his antici-
pated future crror computed on the basis of what his trajectory

wlll be 1f he does not alter hils present mode of behavior. Since

he can see his future reference input "up ahead" he ean conduct
a thought experiment and anticipate his future error to some
degree of certainty depending on his kmowledge of his vehicle
dynamics and the length of error projection into the fuiure.
Crdinarlly, the vehicle driver alters not only stesring motions
but vehicle velocity as well if this 1s under his con‘brol.
In the analysis which follows » the real world is abstracted
to the following degree.
1. The view of the path up ahecad vhich the human is %o
follow although actually spatially contlnucus is assumed
reat,rict,ed‘to a view through finite number of sl1it placed
a constant distance apart along the road. The justifi-
cation for this is that (a) practically the human can
only see a finite d..stance ahead and (b) the path as
1ayed out in space eontains only a finite amount of
information in the Shamtcn gense, Thus the voad could
be reconstructed from samples taken a constant distance
apart along it. This distance can be obtained from the
sampling theorem for shavply band-1imited functilons.

—
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£, > afy (1)

where
f, = sampling frequency 1n cyeles/ft.
£y = the highest frequency (c/ft) in the road

The analyaia in general will consider a finite number of
siits placed an arbitrary constant distance apart.

2. Assume the operator is forced-pace i.e., his forward

veloclity is constant. Thls is assumed for simplicity

in analysis.

3. Assume the control signal supplied by the driver to

the vehicle is constant over a time period v in which he

conducts his thought experiment and this period is con-

stant. This is justified on both physical grounds and

simpliecity.

The above idealizations are represented in Fig. 1 in a
quasi-laboratary situation in which the path is layed ocut on
a. strip~chart recorder which moves at a constant velocity.

The view through a finlte number of space limited windows is
indicated by sensors spaced along the chart paper supplying that
data to the human., It is imporiant to remember that the view of
the chart pvaper shown is for one instant of time only.

Figure 1 shows That an operator tracking wlth a preview is
a mutiple input-single output system.

A model suitable for analog computing of the human‘'s abllity
to extrapolate the trajectory of his vehicle and estimate and
waight fubtwre srror is a fast-time model of the real vehicle
supplied every ¥ seconds with the initial conditions and input of
the vehiele and clamped to zero at the end of the 7 seconds. Thus
during the 7 seconds, the fast time model will descrlbe the same
trajectory as the vehicle will over a length of time dstermined
by the scaling factor and il that same input is conbtinually applied.
As an example, assume the veliicle lmpulisive response is
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h,(t) = ae™3F (2)
assume the fast time model would be chosen as

h (t) = ake™(3K)E (3)
where

k>1

Then, for a wnity height input s afyer t = v seconds starting from
zZero time, the model is at 1 ~ e~ which is where the vehiecle
will be after ¢! = kv seconds if the unity heilght input continues
for this length of time. Figure 2 indicates the fast time model
ruming in parallel with the real vehicle and zero initial
conditions.
‘ After v seconds the fast time model can therefore predict
what the error will be at each of the road points {or proview
points) if those points are sampled at the beginning of the n
Seconds and held for the length 7 seconds. Meanwhile of course,
the vehicle has moved a distance x = Vr down the road and is
really seeing a somewhat new picture but if velocity V is slow
and/or period 7 is short, the new picture is not significantly
different, Still it is true that the error at the computed points
remains the same if the control action remains constant. The
error at each of the polnts computed by the fast time model is
then welghted and swmed to produce the control signal for the
next T Seconds.

Figure 3 shows schematically the preview inputs, vehicle
fast time model and the error computer consisting of whatever
analog indexing switches etc. are needed@ to compuie and form the
command input. Imitial conditions are supplied to the fast model
at the beginning of each command input.

Figure 3 is in some sense an analog compuiter simulation of
the described operation of the preview tracking model. The
mathematical analysis of operation must include the following
relevant features.
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Relgvant Peatures of the Model
The relevant features of the model are:
1. There are k + 1 distincet inputs ¢o the model (not
including feedback).
2. The command signal to the vehicle is a constant
height pulse lasting 7 seconds.
3. Projected vehicle erroxr at each of the input points
is computed and welghied to form the command signal.
This process requires 7w seconds.
4. The vehicle prograsses at constant speed.
5. Imitiali conditions are compubed Ifrom the vehilcle
at the beginning of each 7 seconds inberval.
6. The model is sultable for sampled-data analysis.

After a constant height command pulse is applied to the
vehicle, the vehicle position is desired at discrete dlstances
D=0, D= X se. D:xkorat times T, = 0, T4 ==x1/v... Ty =

for a constant veloclty V. The positions at these times
(distances) will be due to two factors, the command input and
the initial conditions applied as approvrlately welghted Dirac
delta functions, both applied to a system at rest. That this is

so is showm below.

Initial Conditions onsklered as an Equivalent Input to a System
at Rest ) ,

Assume an nth order linear differential equation with initial
cenditions.

an'a-‘?t; 2(5) + . . +a,z(t) = a(t)

I.C. 2{0) = Ze
8 4(e)]. & 2'¢0) < (Y (4)
dt e . e
p-1 s #Go}) . oD

: 3
s A
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Consider a solution to Eq. (4) which is:
zl(t) = z(t)u(t) i.e. zl(t) =0%t<O0

where t « O 18 the time origin at which z{t) has the initial
conditions, and U(t) 1s a2 unit step function.

Since z(t) is a sclution for ¢t > O it must satisfy Eq. (%)
in some form.

8,%;(t) = a [z(t)v(t)]

alz(l)(t) = altzoél(t) + z(t)U(t)]

a,2{2)(5) = a{282(8) + =i (6)s (o) + 2(B)(w)ute)]
(5)

LY N}

anz:(t_n)-(t)‘-.a a.n[z 6%(%) + z(l) M) + ol

+ 2 Y%Le) + z(n)(t)n(t)]
where

ng) o &
6(t)édtn U(t)

Adding the above equations yields
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o(6)[agalt) + ayz{(e) + ... + a2 (s)]
+ 61(t)[a1z° + aezgl) + eee anzgn'l)]

+ 83(t)lo + 8oy + eeu + ahzgn"a)]

&
-
L]

+ 6"‘(1:){_0-:— O+ eau + o% a,2 ]

(o}
n diz (t) n
= 1 = (1)
Eo i s ma = 3 Z)

- i=0
- Since |
anz(n)(t} + ah._lz(n'l)(t) + eee + aoz(t) = g(t) ,

%z, () @ ay (1)
an dtn + a’!"l “'—a:;i:r‘- 4 eee + 8.021(13) e g(t)U(‘b)

+ 61(1:)[3.120 + aazgl) F oo F anzc(,n"l)]
+ Ba(t)[aazo + a3z§1) + oeee ahzgn"a) __1

+ 6n(t)[anzal
I.C., =0

(6)

(7)
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"Thus the system described by Eq. (%) is equlvalent for © > O

t0 a system dynamically the same but with the initial condlitions
stated in Eq. (4) appropriately combined and weighted by Dirac
delta functions and gpplied as an input to a relaxed systcem along
with the driving function £{t) for t > O.

This fact allows the analysis of a preview tracking system
to proceed falrly smoothly.

Error Prediction :

For an nth order system, derivatives to the (n-1)th order
of the vehicle output supply analytically, the required initlal
conditions. In general the vehicle can be considered as excited
each 1 scconds with the constant height command signal and Dirac
delta functions of initial conditions to the (n-1) order

~ appropriately weighted. Therefore, to compute where the vehicle
will be at the desired points In the fubure the following technique

can be used analytically.
it hv(t) is the wvehicle impulse vesponse and z(t) is vehicle
response then let:

t
n(-Ng) = { nyaer (8)
- 0

1. Multiply b\(r"l)(’c) by the height of the commend pulse

g{t) and sample or evaluate 1t at the discrete desired points or
+ o oo -

tijTo==o ™ T1=x1/V, Taaxe/v, er 0 TR&XIC/VO Thls
represents the contribution to vehicle positlon caused by the
command signal alone.

2. Multiply h_(t) b zZ. + z(l) + ) z(n-1) and

¢ P, h'v T 233q + ap3, *** "n“

evaluate as above., This is the contribution due to the impulse
in Eq. (7).

3« Define:
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W) = & nto) (9)

multiply h‘(,k)(t) by @z, + ... ahz(n k) avaluate each es in
Eq. (1). This term is the weighting on vehicle position due to
kth order Dirac function.

4., A4d all the contributions together at each point. This
is the m‘ba.t vehicle posl’sion at each fubture point desired.

The above computations are represented schematically in
Fig. 4.

Since the various hvm) {t) are responses of a linear system,
the outputs from each com)nonent system in Fig. 4 at tvime T, can
be found by computing hg (T ) and weighting its value ab each
Ti by the linear combinatien of Initilal condltions appropriate
for the mth subsystem in Fig. i,

One of the initial aasmnptions is that 1¥ requires 7 seconds
to ob’ca.:.n the predicted positicns and evalwate the error and that
this is repeated every w seconds, Flgure 4 is represented
analytically in Fig. 5. In this figure, s9 <=> a9/atd, tnat is
the derivative operation is indicated by the transform symbol "g",

Since the samplers in Fig. 5 operated every + meconds and
are to supply the required information to welaxed systems, the
systems called l’@’(t) are really defined to be zero for v < ¢
< 0 and during ¢ < t < 7 are the same as the vehicle except on
a fast time scale.

During 0 < & < 7 the predicted positions and errors can be
obtained by sampling cach output at a rate of v = 7/k where & was
the total number of egually spaced preview points to obtain the
(k+1) points {k preview and one present), the 7~ samplexr
would be synchronous with the 7 sampler. This dabta could then
ke processed serially in time in the erpor computer of Fig. 3,
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Fig. 4. An Eguivalent Sysiem Using Weighted Impuises as Inputs
Which Exhibits the Same Response as a Real Vehicle Cperaiing
With Initizl Conditions and A Constant Height input.
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Analytically this would require samplers operating at twe
different perieds, and some sequential processing., the analiytical
description of which is not particularly necessary. An altogether
equivalent analytical analysis from the stand point of descriving
cutput as a function of the multiple inputs is €0 consider parallel
processing of the error. The method for this is outiined below:

If the h&?)(t) are sampled or evaluated at the T, times
corresponding to the preview distances, then the sequence

a™(z,), nl®(r)), n{™(z,), ..., nl®(r) (20)

i8 obtained. Processed serially this requires v seconds. Butb
since the command signal does not change during this time it is
immaterial what method 1s used to obtain this sequence as long
as all the operations are complete by 7 seconds. Therefore,
consider Fig. 6.

The sequences can be added for each h&m)(Ti) weighted by
appropriate coefficients shown at the left of Fig. 5 and the
projected error at each preview point obtained simultaneously
instead of sequentlally. These errors are then weighted with an
additional function (the importance attached by the modelled
organism or system to successive times into the futwre). Then,
after adding and delaying for v seconds, we have the equlvalent
representation desired. Figure 7 shows this analytiical
representation,

The other alternative (i.e., sequentlal processing) would
have required a linear time-varying filter whilch might have been
more compact in formulation but wonld lead to the same complexity
in evaluation.

The complete analytical block dlagram suitaple for flow
graph analysis is now shown in Fig. 8. The sampler in Fig. 7
has been replaced by a single equlvalent one in Filg. 8.

The single sampler in Fig. 8 indicates that sampled-data
analysis is applicable. The Z-transform approach will be used
where:
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F(z) & 5 £(n) 2" = 2z (£(¢)] (11)
n=0

Exponential transforms are also used since the system is a
nixture of discrete and continuocus elements. The exponential
transform is defined:

a) 2 | % 2(t) at = & fr(o)] (12)
0

The input from the sensors indicated by (%, x{) which is
the input at position Xy at time ¢ is, because of the constant
velocity restriciion,

X4
v(t %) =yt + -5 X)) (13)
or dencting
Xy
Ti = (11}')
y{t, x5) = y(t + T,, x;) {15)

The exponential transform of this is

aTi

Efy(t, x;){ = 3(s, x5)e (16)

The guantities marked QKt, Ty xo) are time dependent
estimates of vehicle position at the Ti and have the exponential
transform

Ef2(t, Ty, x )| = &s, T, x,) (17)

From Fig. 8

2(s, Tsis %) =[:als° Foace + BET 1_]h°(m ) + fa s 4 ...+ a, -2 ‘l(m

+ + a,s° 1" 3’('17 ) + F(s) n .,T ) (18}
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Since the sampler operates every r seconds to produce a discrete
quantity, define

7 & ¢ 57 ‘ (19)

This indicates that the output from the sampler has data points
spaced v seconds apart.

Figure 8 can be reduced to & signal flow graph of Fig. 9.
There are two loops around the sampler in Fig. 8, one after the
hold circuit and one after the vehicle. These are denoted as
Ioop 1 and Ioor 2. The symbol "M" denotes the sampling operation.

The transmission around the sampler of Ivop 1 is

k ’» k
1@ = -[rEy - 25E S e ] - - 2wl Vi) 2y
1=0 i=0
(20)
and the transmissiocn of loop 2 around the sampler is
zZ 1-~2 0 n-1 k(o)
L2(Z) = ’[l T =3 H(s)[(als + oo B8 ) S h, (Ti)wi
i=0
k
+ (azs" F oeee + ans”'z) S h‘(rl)('x.‘i)wi (21)

1=0

k \
4+ eee + ans° 2 h\(,”"l)('ri)wg
5=0

LQ(Z) can be written

Ly(2) = - ZUH(S) :.«1:l 1. aas + 838 + ... By " 2}2‘ W h(o)('r )}

i=0

-

m
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H,(s)

2 > —9 z(ssxo)

Fig. 9. Reduced Flow Graph of Fig. 3
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k Ea
+ I—I(xax){aa.‘,aa;‘1 + a38° F eee + ahsn‘3] > wih_‘(rl)('ri)f + ..
1=0
k k3
+§H(s)[an_ls'1 + an] = W (n’a)('ri» (22)
10

{ - ) E 7
-1
+£H(s)tans 2 W, h( )('1'1); j
The starred brackets indicate the equivalence

7)) = S #(om) 2° < #(2) (23)
n=0 .

Because of the definltion of the exponential transform given
in Eq. (12) |

Ei ﬁ; nv(t)} = ¥, (8) = Eih@”(t)} = 1{*)(s) (24)

t
E}S hv(wae} =1 5(5) = 1 V(s) = {n‘ Yol (e
)

therefore

Ly(2) = - Z[[all-g(r D(z)rauiHzyramt (2)+. . cra ml 2)(z) ?ow 80 )

k
+fpt{ ™ N2) + 28l (z) + am () (Zﬂ = wn{ )

i=0

oo+ 2,1 (z) f w3, ﬂ (26)
i=0
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oxr

n k n
IE(Z) = - {[ El ai&(,i-a)(z)]{go g (0)(.1.1):}4_)’1?2 aiksi-B)(Z)]

X
J = "1"51)('1'1)] | (27)
[ 1=0

n k
+ JE ainfri‘(n“'l))(zﬂg wihfrn‘l)(mi)

Li=n i=0

In order to make the notation more compact define:

hy = {h‘(r'j){To), hf,")("rl), cees h\(,”('rkz} (1x(k+1) (28)

WO'
W o=jwy ((k+1) x 1) (29)
:
8l = lag agq, a0 cees s 0, oj (1xn) (30)
Hy(2) = [{"(z)
10 (z)
: (N x 1) (31)

H‘(,n'(j"'l) ) {2)

0
o
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1‘2(2) can now be written

Lo(z) = - z[(h, x W) - (' x By(2) + (3 x W) - (22 x Hp(2))+ oow 4

(g x %) * (&7 x B (2)] (32)
or, ‘_n-l :
L,(2) = - ZIE {b; x u) - (al*? x gv(iﬂ_){z)ﬂ (33)
'i-0 | 4
To again condense the notation, define:
c={legxws (b 2wy cees (yy x0) (1xn)  (31)
al x _}_g,l(z) ]
K(z) =a® x B ,(2) (nx1) (35)
a® x B, (Z)
‘ Then B -
| 1,(2) = - 2[¢ x K(2) | (36)
Likewise
L(2) = - v2= (b _, x ¥) (37)

The expressions for Ioops 1 and 2 are complete and the flow
graph of Fyg. 8 is shown in Figure 9.
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The output expressed in terms of the inputs 1s

. SN "
z(s, x5) = i%‘_y(s’xo)e 1} T 11(%) = L(Z) Hvss (38)

oY, k

sT " Z
2(8,%,) = é, wlstexgle J — (b-1) x w) T2 +¢ x K(2))
(s)
. H,ss {(39)

The above expression Eg. (39) describes completely the output from
the predictor model for any inpub which has space~time dependence
and follows the stated assumptions.

The cxpressions

[ﬂs;x,,)e”ir [ stormy)] (10)

Indicates that y(t,x,) is to be advanced in time by T,
seconds, sampled at a rate of v seconds and the Z transform
taken., X, 18 the vehicle'!s position and is taken egual to zero
along x axis.,

In order to factor the y(s,x,) out in scme form from Eq. {39) .
and thus define an impulse response, it is sufficient that

*x

This condition implies that the time-space input y(%,x) be
y{0,x) = 0 x < X (42)
t= O
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M-9991-2
y(t,xo = 0)
i
0 T, = % /V t

Fig. 10. Graphical Interpretation of Eq. (41) along t axis,x = 0.

y{0, x)

43 Xy X

Fig. 11. Graphical Interpretation of Eq. (42} along x axis,t = 0.
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The graphs of Eq. (41) and Eq. (42) are shown in Figs. 10

&nﬂ 11.

Ir We_ now mther assume that T, is some multiple of 7

Tl = MmMr -
Then

sT ~ | _

o L, eBlmr _ (o-sm)-im _ ,-im

and

sT,.
[otamgle” 3" = [stom,)f zim
Now let:
y(t,xo) = £{t - Tk) v (t - Tk)

Then
[y(s,xof = 2™ ¥(2)

where
[- )

®(z) = 5 f(ar)Z"
n=0 .

Thus Eq. (45) 1s

®

{Y(S:xo)esTj} = Z"j‘m ka ?(z) = F(Z) Zm(k-i)

and Eq. (39) is:

k
z(s,x,)=F(Z2) S wizm(k'i) 2
10

[y

s |

1+ (b-1 x ¥) =25 + 2(C x k(2)) "

(43)

(4%)

(45)

(46)

(47)

(48)

9)
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On the basis of the above, the impulse response for the whole
system (i.e., at t = O the farthest position up ahead has a unit
impulse, all others are zero) 1s now defined as:

k
P(Z,8) = 2 wizm(k'i) (B, = w";'z
1=0 14—+ 2Z(C x k(2))
l1-2
x [Bv:s) I ‘ (50)

This form is amenable to the usuzl sorts of analysis for
stability, ete.

Example
Equation (50) will be explieitly stated for a very simple
system consisting of a first~order (n = 1) vehicle and two points

looked at; the present point and one point up ahead; x 0 = 0,
xl = VTJ_’

Specifically:

Iet the controlied process have the impulse response

h(t) = ae™® (51)

then

") = [1- "“t] (52)
1 ¥, ‘

W o= - {53)

1

for the two values, one up ahead and one present.
oT. =

=J0, (1-e ] (54%)
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B (z) = S wlar) 22 2 S (2 - T 2R
n=0 " n=0
I 1
' 1-2 1. e 07z
_1-e%z2 - (1+2) 371 - e
(1 - 2){1 - e‘?”Z) (1 ~ 2){1 - e™%77)
-aT
C = (am6:+ ae ; "i)
1 2(1 - ") |
K{Z)}) =] = |
£ [“ (1 - 2)(1 - e™72) |
-7

(wy+wy; e 1) z(1- e
(1 - z){1 - e™%7g)

_Q_x _I_{_(Z) =

-aTy
(9_,1x_‘!_)éw1(1~e )

.% From Eq. (50), the impuise response for this system. is

o

P(s,z)azqoszwlﬂ /3 88 + &)

-@Tl

2 G
Z25(1~e )(1§°-:fwle )

1w (l-ewl Z +
- Ty =z

(1-2)(1-e %7Z)

(55)
(56)

(57)

(58)

(59):

(60).
(61)

(62)

(64)
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Consider that a atep input 1s appliled.

[F(S)“’a = I%‘] . T2 = F(2) (65)
2(z,x,) = [almx,] (66)
Then |
z(2,x,) = {w 22 + wl] Za (3-e77T) i (67)

(1~ z)(l-e’“"’z}

wy(1-e )Z 21 ~e Yw +we )
1+ e:f o___ % '
C1-2 0 L0 {1-2)(1 - ey
Using the i‘ina.l value theomeun for Z transforms
Lin  z(t,x,) = o
Eoyw 0l = 1[_(1 -2) =z = )]  (68)
. W+ W w’ + w o
Lim  z(t,x,) = I 1] — = —=2—2 =1 (69)
£ > . 1 —oty y .
1(1~e . ) + W ¥, + Wl

'I‘hemefore, the aystem if atable tracks a step perfectly eventually

for any arbltirary error coeff.o.cients.

Equation (50) shows that. ‘the model as sta‘ced is completely
linear and time invariant, whether or not it is s*cable depends
on the v'ehicle dyna:nics and error velghting coefficients . The
combination of z® in the mmerator of Eq. (50) indicates that
even though at t = O the :lnpu’c is '.!‘k seconds away from x Xy 8till
the output responds before this and the amount depends on the w
If for instance:

Uo =1 " .
g 140 (70)
Wi =0 .

i@
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p(z,8) = e 2 N8 z“"‘“{H’(s) 1 (71)
zZ) s sD(Z) |
Since
7Rt o~ 3(micmr) _ e"”(Tk'”’) - e"BTk . ¢~5T (72)
the output response is "late" by r seconds. Ir on the other hand:
Wy = 1
z 14k | (73)
Wi = 0 .
P(Z,8) = —2 By(s) =32 f"'-..(f.).] (74)
D(2) 8 sD(Z)

and the output starts responding after r seconds to the input

vwhich is Tk seconds away from X at t = 0,
For arbiltrary Wy the response is between these extremes.

Summary |

In this outline a model of a human operator controlling a
vehicle was analyzed. The model attempts to account for %the
fact that in many situations (i.e., driving) the operator has an
input which is not a single point in time but an input which has
spatial as well as time features. That 18, he can look at the
road ahead.

The sampling theorem in spatial coordinates was invoked in
order to treat the time-space input as k discrete inputs to the
operator similtaneously available. The model then states that
the operator runs some sort of thought experiment in which he
extrapolates his position and computes future error if he maintains
the same control signal. This computed and weighted predicted
error forms the basiz for his control action.

His thought experiment regquires v seconds and during this

time the control signal remains constant.
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The model performs the thought experiment by compubting
from vehicle initial conditions and command signal, what the
errors will be at the previewed points. These individual erTors
are simutaneously computed and weighted in a length of time
requiring r seconds. _

The transformed impulse response for this model was derived
and seen to be composed of disorete and contimous elements.

This impulse response was specliically evaluated for a
first-order vehicle and two input points. It was seen that if
stable, it evemtually reaches a reference step height input.
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Insert the following after Eq, (63) corrected

“As a simple check on this system, the roanonse %o a step can
be evaluated quite simply if the ousput Lz conpidered at
samplied points and a large amownt of Lime is allow=d %o pass.

From Eqs. (49). (50}, and (63)

2(8, x,) = F(Z)‘Eeczm + w2 graeay

-3 1
wl(l - 6 37 7

" - -ar ( ol )

{2~e )(wo+wle i')

4

1~z {(1-2){1~e"577)




